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A Well Known Example…
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Scematic Architecture of Neptun System

Internet

Client Load
balancer

Web servers

Database
cluster

At the beginning the
load balancer crashed. 

Next problem was 
the overload of the 
database back-end.

Question: 
How many servers do we need? 
Which layer is the critical one?
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Performance Modelling

 Review: non-functional requirements

o Performance, throughput, dependability, etc.

o How can such requirements be verified?
(without building the actual system)

 Performance modelling:

o Extending the discussed models with
timing, resources, capacity constraints, …

o Aim of this activity:

• Evaluating performance of the system during design phase

• Identifying bottlenecks

• Scaling, capacity planning, dimensioning
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Foundations

Load Diagram

Resource Modelling

Content
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FOUNDATIONS

Foundations Load Diagram Resource Modelling
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Basic Model

 Execution of a process in case of multiple requests

o Subject of the analysis: time dependent behaviour

 Description of the behaviour:

o time functions

o averages values

Process

Under processing(t)

Arrived(t) Served(t)

Arrived(t) – Served(t) = 
Under processing(t)
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Basic Model

 Execution of a process in case of multiple requests

o Subject of the analysis: time dependent behaviour

 Description of the behaviour:

o time functions

o averages values

Logged in(t)

Logging in(t) Logging out(t)

Logging in (t) – Logging out(t) = 
Logged in(t)
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Review: Execution States of Activities

 State of the process/activity execution:

 Arrived(t):          number of tokens in „Enabled” state

 Under processing(t):   # of tokens in „Running” state

 Served(t):       number of tokens in „Completed” state
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N = Under processing(t)

Definition: Arrival Rate, Throughput

 X

𝒕 = 𝟏 𝒕 = 𝟏

Arrival rate: number of arriving requests during a specific

unit of time. =
𝐴𝑟𝑟𝑖𝑣𝑒𝑑(𝑡)

𝑡
[] = 

1

𝑠

Throughput: number of requests processed during a 

specific unit of time. X =
𝑆𝑒𝑟𝑣𝑒𝑑(𝑡)

𝑡
[X] = 

1

𝑠
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Definition: Stable State
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 Stable state: Under processing(t) is approximately
constant

o Average values can be applied in such state!

o A system is in balance, if: = X
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Definition: Stable State

 Stable state: Under processing(t) is approximately
constant

o Average values can be applied in such state!

o A system is in balance, if: = X

N =Logged in(t)

Logging in/min Logging out/min

In stable state:
Same number of logins
and logouts per minute
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Limited Capacity – DoS

 N is not infinite in real life

 So, what is then?
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(Distributed) Denial of Service – (D)DoS

 Mass scaled request generation
 overload of a system

 An overloaded system is 
fragile (can be cracked)

 Complete services can be
knocked out

 Favourite method of 
the Anonymous group

Many hounds soon 
catch the hare.
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LOAD DIAGRAM

• Relation between arrival rate and throughput

• Maximum throughput

Foundations Load Diagram Resource Modelling
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Load Diagram
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Load Diagram
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Stable operation

In an idealized world,
Stable state
= X
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Load Diagram
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Until the system is 
„saturated”
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Maximum throughput:
Upper bound of the

reachable throughput.
Symbol: Xmax

Stable operation Overloaded operation
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Utilisation:

U = 
𝑿
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Ratio of the actual and 
the maximum throughput

X

U
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Approximative Load Function

In the calculations the Load
Function is aproximated with a 
stable and an overloaded parts.
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Real Load Diagram

In real-life the
throughput is 

degraded earlier
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It can also decrase. 
(thrashing)
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Definitions

Maximum throughput: maximal reachable throughput

o Symbol: Xmax

Utilisation: ratio of the actual and the maximum throughput

o Symbol: U = 
𝑿

𝑿𝒎𝒂𝒙

Thrashing: throughput decreases during overloaded operation
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Effects Ignored by the Model

 Cost of task switching

o Cleanup after processing

o Preparation for the next process

 Computation cost of resource switching

 Multiple overload

o Multiple resources (e.g. servers) can be overloaded

o E.g. if there is an accident on the M7, there is also a 
traffic jam on the country road 7



27

Scared Off Requests

 Number of requests are 
only independent of 
waiting time in case of 
fanatic customers
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Effects of Load Fluctuation 

 Average values vs. real load

Qingyang Wang, Yasuhiko Kanemasa, Jack Li, Deepal Jayasinghe, Toshihiro Shimizu, Masazumi Matsubara, Motoyuki Kawaba, Calton Pu, “Detecting Transient Bottlenecks in n-Tier 
Applications through Fine-Grained Analysis”, In Proc. of the 33rd International Conference on Distributed Computing Systems (ICDCS'13), Philadelphia, Pennsylvania, July 2013.

In  case of an overloaded 
system the waiting time can 

be 2-3 magnitued higher

http://csc.lsu.edu/~qywang/papers/ICDCS13Wang.pdf
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Effects of Load Fluctuation 

 Average values vs. real load

Qingyang Wang, Yasuhiko Kanemasa, Jack Li, Deepal Jayasinghe, Toshihiro Shimizu, Masazumi Matsubara, Motoyuki Kawaba, Calton Pu, “Detecting Transient Bottlenecks in n-Tier 
Applications through Fine-Grained Analysis”, In Proc. of the 33rd International Conference on Distributed Computing Systems (ICDCS'13), Philadelphia, Pennsylvania, July 2013.

In  case of an overloaded 
system the waiting time can 

be 2-3 magnitued higher

http://csc.lsu.edu/~qywang/papers/ICDCS13Wang.pdf
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Neptun Course Sign-ups

Max. # of
concurrent users

Max. # of concurrent users
at optimal operation
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Neptun Course Sign-ups

≈ Arrival rate () ≈ Max. Throughput (Xmax)

When was Neptun overloaded?
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Neptun Course Sign-ups

≈ Arrival rate () ≈ Max. Throughput (Xmax)

When was Neptun overloaded?
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Neptun Course Sign-ups

≈ Arrival rate () ≈ Max. Throughput (Xmax)

Correctly configured 
servers, appropriate 
capacity planning!
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Neptun Course Sign-ups

≈ Incoming Rate () ≈ Max. Throughput (Xmax)

Correctly configured 
servers, appropriate 
capacity planning!

Protection against
(D)DoS attacks is 

based on the same 
principles
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RESOURCE MODELLING

Why is there a maximum of the throughput?

Foundations Load Diagram Resource Modelling
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Example: Mid-Term Exam Grading

 Grading a single exam takes 15 mins

 How many exams can be graded by a single 
lecturer in an hour?

𝑿(𝟏)
𝒎𝒂𝒙 =

𝟏 𝒆𝒙𝒂𝒎

𝟏𝟓𝒎𝒊𝒏.
= 4 

𝒆𝒙𝒂𝒎𝒔

𝒉

 How many exams can be graded by eight
lecturers?

𝑿(𝟖)
𝒎𝒂𝒙 = 8  𝑿(𝟏)

𝒎𝒂𝒙 = 8 
𝟏 𝒆𝒙𝒂𝒎

𝟏𝟓𝒎𝒊𝒏.
= 32 

𝒆𝒙𝒂𝒎𝒔

𝒉
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Max. Throughput of a Single Server System

=Xmax Xmax

 If only a single request can be processed

o e.g. served by a single server, or by working with the 
same (shared) variables

o the remaining requests are queued

 Then with the average execution time T:

𝑿(𝟏)
𝒎𝒂𝒙 =

𝟏

𝑻
In Stable 

State!
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Max. Throughput of a Single Server System

 If only a single request can be processed

o e.g. served by a single server, or by working with the 
same (shared) variables

o the remaining requests are queued

 Then with the average execution time T:

𝑿(𝟏)
𝒎𝒂𝒙 =

𝟏

𝑻

1 hour

Mid-term
exam

Mid-term
exam

Mid-term
exam

Mid-term 
exam

Texam = 15 min.

Xmax = 4 
1

ℎ

„How many requests can be processed in a unit of time?”
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Different Times to Measure

 Queuing time: request waiting for a resource

 Execution time: request under processing

 Response time: Queuing + Execution times

Queuing Execution

Response time

Previous
equations work

for each of them
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Utilisation of a Single Server System

 Utilisation: „Ratio of the maximum and the actual 
throughputs”

𝑿(𝟏)
𝒎𝒂𝒙 =

𝟏

𝑻
 𝑿(𝟏)

𝒎𝒂𝒙  T = 1 = U
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Utilisation of a Single Server System

 Utilisation: „Ratio of the maximum and the actual 
throughputs”

𝑿(𝟏)
𝒎𝒂𝒙 =

𝟏

𝑻
 𝑿(𝟏)

𝒎𝒂𝒙  T = 1 = U

 The equation of the utilisation:

U = 𝐗  T
 Intuition:

„If X requests arrive in a unit of time,  

each of which takes T time to process,  

what percentage of time is spent busy?” 
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Utilisation of a Single Server System

 Utilisation: „Ratio of the maximum and the actual 
throughputs”

𝑿(𝟏)
𝒎𝒂𝒙 =

𝟏

𝑻
 𝑿(𝟏)

𝒎𝒂𝒙  T = 1 = U

 The equation of the utilisation:

U = 𝐗  T
 Intuition:

1 hour

Mid-term 
exam

Mid-term 
exam

Mid-term 
exam

Coffee
X = 3 

1

ℎ

Texam = 15 min

U = 75%
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Outlook: Scalability

 Vertical scaling (Scale-up):

o The power of the processing units is increased

o E.g. stronger CPU, more RAM

o Simple and great 

o Technological constraints 

 Horizontal scaling (Scale-out):

o The number of the processing units is increased

o E.g. Multiple (core) CPU, multiple servers

o Theoretically no limitations 

o Extra complexity 
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Slace-out in Everyday Life
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Scale-out of Neptun

Internet

Client Load
balancer

Web servers

Database
clusterIncreased 

performance

Distributing requests

Replication for 
Reliability
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Max. Throughput of a Multiple Server System

 If maximum K requests are allowed to be served 
simultaneously

o e.g. K clustered servers can process them

o the remaining requests are queued

 Then with the average execution time T:

𝑿(𝑲)
𝒎𝒂𝒙 = 𝑲 𝑿(𝟏)

𝒎𝒂𝒙 =
𝑲

𝑻
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Max. Throughput of a Multiple Server System

 If maximum K requests are allowed to be served 
simultaneously

o e.g. K clustered servers can process them

o the remaining requests are queued

 Then with the average execution time T:

𝑿(𝑲)
𝒎𝒂𝒙 = 𝑲 𝑿(𝟏)

𝒎𝒂𝒙 =
𝑲

𝑻

With more resources and 
parallelisation the system is 

scalable.
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Pipe Analogy

Single Resource Instance K Resource Instances
(with free choice)

…

Throughput:

𝑋𝑚𝑎𝑥
(1)

Throughput :

𝑋𝑚𝑎𝑥
(𝐾)

= K  𝑋𝑚𝑎𝑥
(1)
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Utilisation of a Multiple Server System

 Analogous with the previous calculation:

𝑿(𝑲)
𝒎𝒂𝒙 =

𝑲

𝑻
 𝑿(𝑲)

𝒎𝒂𝒙  T = K 

 U

?
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Utilisation of a Multiple Server System

 Analogous with the previous calculation:

𝑿(𝑲)
𝒎𝒂𝒙 =

𝑲

𝑻
 𝑿(𝑲)

𝒎𝒂𝒙  T = K = K  U

 The equation of utilisation in this case:

U =
𝑿

𝑲
 T

 Intuition:

„What is the utilisation of a single instance by the 
average throughput of one instance?” 

„What percentage of  K  units of time is the
processing time of a single instance?”
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Utilisation of a Multiple Server System

 Analogous with the previous calculation:

𝑿(𝑲)
𝒎𝒂𝒙 =

𝑲

𝑻
 𝑿(𝑲)

𝒎𝒂𝒙  T = K

 The equation of utilisation in this case:

U =
𝑿

𝑲
 T

 Intuition:

X = 5 
1

ℎ

Texam = 15 min.

U = 62,5% 1 hour, 2 lecturers

Coffee

Tea Coffee
Mid-term

exam

Mid-term
exam

Mid-term
exam

Mid-term
exam

Mid-term
exam
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Summary

 Stable State:

o Calculating with average values

o = X (arrival rate = throughput)

 Maximum throughput: 

o Upper bound of the reachable throughput

o Xmax= 
𝐾

𝑇
(in case of K resource instances)

 Utilization:

o Ratio of the actual and the maximum throughputs

o U =
𝑋

𝐾
 T (in case of K resource instances)


