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A distributed, collaborative system
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The design triangle
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Dynamic composition of cyber-physical 
systems

resource 
management

n
ew

 ap
p

licatio
n

se
rvice

s

Applications
Infrastructure-
management

knowledge 
base

. . .

d
ep

lo
ym

en
t

p
erfo

rm
an

ce 
m

o
n

ito
rin

g
u

ser in
terface

. . .
sensorweb

Users

Maintenance

cloud

WEB

Cyber

CLOUD

Comp.

CPS

ES

Physical



• Data protection

• Detection ,

• Identification , 

• Reaction

• Effectivity of resource
use

• Load balancing

• Workload tuning

• FT

• Detection

• Diagnostics

• Compensation

• Reactiveness

• Adaptation to 
the dynamically 
changing 
enviroment

Self-
configuration

Self-healing

Self-
protection

Self-
optimization

Self-* properties – dynamic challenges
•Mobility

•Evolution: 

• Problem

• Requirement

• Priorities

•Evolution: 

•Resource set

•Capability

•Capacity

•Workload

•Evolution: 

• Fault/failure

modes

•Evolution: 

• Requirements

• Threads



IOT FUNCTIONS
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IoT Architectures
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Source: http://iot.eclipse.org/

Integrate the IoT
information into the 
existing enterprise

Thing/Device

Edge

Data Processing and Platform

App



Software stack for Constrained Devices

 Sensors and actuators
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OS/RTOS

Hardware Abstraction Layer (HAL)

Communication

Field protocols IoT protocols
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IoT operating system: 
IoT specific capabilities

Access to the HW 
features (GPIO, memory)

Drivers and protocols to connect 
to wired(less) protocols

remotely control the device to upgrade its 
firmware or to monitor its battery level



Software stack for Gateways
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OS/RTOS

Application Runtime

Connectivity

Field protocols IoT protocols
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General purpose OS

Network Management

Data Management & Messaging

Application Container or Runtime Environment:
Java, Python, Node.js

Support: 
- different connectivity protocols

- different types of networks

remote provision, configure, startup/shutdown 
gateways as well as the applications

Local persistence to support network 
latency, offline mode and real-time analytics



Software stack for IoT Cloud Platforms
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OS / PaaS

Device Registry
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Event Management, Analytics & UI

Device Management

Data Management

Application Enablement
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- Central registry to identify the devices/gateways
running in an IoT solution and

- the ability to provision new software updates and 
manage the devices

Scalable data store that supports the 
volume and variety of IoT data

Scalable event processing capabilities, ability 
to consolidate and analyze data, and to create 

reports, graphs, and dashboards

API for application integration

Ability to interact with very large 
numbers of devices and gateways using 

different protocols and data formats.



PUBLISH-SUBSCRIBE

How to avoid spaghetti code?
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http://ziogeek.com/wp-content/uploads/2013/07/spaghetti.jpg



Publish-subscribe

Publisher

Topic

Subscribers
Data writer

Domain



Control layer
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COMMUNICATION
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MQTT =
MQ TELEMETRY TRANSPORT

publish/subscribe, 
extremely simple and lightweight 
designed for constrained devices and low-bandwidth, high-latency or unreliable networks. 
minimise network bandwidth , device resource requirements 
attempting reliability and some assurance of delivery.
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MQTT

 Message Queuing Telemetry Transport

o machine-to-machine (M2M)/"Internet of Things" 
connectivity protocol

o Publish-subscribe

o Asynchronous

 Message broker:

o Receives subscriptions from clients on topics

o Receives messages and distributes messages

 On top of TCP/IP
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MQTT session
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1. Connection 

o TCP/IP client-server  (broker) connection

2. Authentication

o Client: validates the server certificate

o Optional: client certificate 
(e.g. SSL/TLS client-side certificates, clear-text username and 
password)

3. Communication

o publish, subscribe, unsubscribe, ping

4. Termination



MQTT: lightweight protocol

 Message 
o Fixed header (2 bytes),

o Opt: variable header,

o Payload: <=256 MB 

o QoS
• QoS0: at most once

Unacknowledged Service 
(PUBLISH)

• QoS1:  at least once
Acknowledged Service  
(PUBLISH/PUBACK)

• QoS2:  exactly once
Assured Service (
PUBLISH/PUBREC, PUBREL/PUBCOMP)

http://internetofthingsagenda.techtarget.com/definition/MQTT-MQ-Telemetry-Transport
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OMG DATA DISTRIBUTION SYSTEM 
FOR REAL-TIME SYSTEMS

Scalability  Flexibility  Publish-subscribe
Real-time  high-performane (latency: 25-30 μsec, throughput>10G…)
Interoperability
Platform independent, 
Polyglot (Ada, C, C++, C#, .Net, Java, JavaScript, Scala, Lua, Ruby)
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INDUSTRIAL INTERNET 
CONSORTIUM

Introducing DDS DDS™ – The Proven Data Connectivity Standard for 
IIoT™ 
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DDS standards
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DDS 
specific

Standard 



DDS standards
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High level API for 
programming language, OS 
and architecture 
independent data sharing 



DDS Interoperability Wire Protocol 
Real-time Publish-Subscribe Protocol  
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Wire protocol 
interoperabilty



Type system
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Structural type system :
type evolution 
forward compatibility



Security
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Pluggable :
Authentication, 
Access Control, 
Crypto a
Logging



RPC
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Distributed service 
definition and remote 
operation invocations



X-types
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Structural type system :
type evolution 
forward compatibility



User Datagram Protocol
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Packet-switched  network
• Connectionless 
Sections 
• Header  
• Payload  
No guarantees
• Delivery, arrival time,
• Order of arrival



Decentralised Data-Space
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OMG DDS Core notions

Introducing DDS DDS™ – The Proven Data Cbonnectivity Standard for IIoT™ 



DDS notions
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DDS QoS
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Anatomy of a DDS Application
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Writing data
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IIC Connectivity Framework 
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EXTENSIBLE AND DYNAMIC 
TOPIC TYPES FOR DDS
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Classifier
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Type System Model
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Primitive types (read only)

o Integer (16,32,64)

o INT_xx_TYPE   

o UINT_xx_TYPE 

o Float (32,64,128)

o FLOAT_xx_TYPE 

 Byte

o BYTE_TYPE

 Boolean

o BOOLEAN_TYPE

 Char and string (8,16)

o CHAR_xx_TYPE 

o STRING_xx_TYPE
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Constructed Types
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Enumerated Types
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Collection Types
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Aggregated Types
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Type Representation
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