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What is ERTMS?

= European Rail Traffic Management System
o Single Europe-wide standard for train control and
command systems
= Main components:
o European Train Control System (ETCS): standard for in-cab
train control
o GSM-R: the GSM mobile communications standard for
railway operations (from/to control centers)
= Equipment used:
o On-board equipment: e.g., EVC European Vital Computer
for on-board train control

o Infrastructure equipment: e.g., balise, an
electronic transponder placed between
the rails to give the exact location of a train &

The SAFEDMI project

Safe Driver Machine Interface for ERTMS Automatic Train Control
(SAFEDMI, supported by the European Community in FP6)
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Development of a safe DMI

EVC:

o European
| Vital

. Computer
(on board)

Main characteristics:
= Safety-critical functions

o Information visualization
(speedometer, odometer, ...)

o Processing driver commands
o Data transfer to EVC

= Safe wireless communication
o System configuration
o Diagnostics
o Software update

= Safety:
o Safety Integrity Level: SIL 2
o Tolerable Hazard Rate: 107 <=THR < 10®

(hazardous failures per hours)
o CENELEC standards: EN 50129 and EN 50128

= Reliability:
o Mean Time To Failure: MTTF > 5000 hours
(5000 hours: ~ 7 months)
= Availability:

oA=MTTF/(MTTF+MTTR), A >0.9952
Faulty state: shall be less than 42 hours per year

MTTR < 24 hours if MTTF=5000 hours
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Design of the DMI

Operational concerns

A Safe opel'ation
: H even in case of faults
Fail-safe operation L—

~

J
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Fail-stop behaviour

e Stopping (switch-off)
is a safe state

the system has to be
stopped
e Detecting errors is the

\main concern

¢ |[n case of a detected error

/

\

Fail-operational behaviour

e Stopping (switch-off)
is not a safe state
¢ Service is needed even
in case of a detected error

® full service
e degraded (but safe) service
e Fault tolerance is required

2014.12.09.



Fail-safety concerns

The SAFEDMI hardware concept

Safety in case of single random hardware faults

Fault handling

_

Composite fail-safety

Reactive fail-safety

\\

Inherent fail-safety

¢ Each function is
implemented by
at least 2 independent
components

e Agreement between
the independent

e Each function is
equipped with an
independent
error detection

¢ The effects of
detected errors

components is needed
to continue the operation

\ can be handled j

e All failure modes
are safe

¢ Inherent safe”
system

Single electronic structure based on reactive fail-safety

Generic (off-the-shelf) hardware components are used

Most of the safety mechanisms are based on software
implemented error detection and error handling

ERTMS ON-BOARD

SYSTEM (EVC)
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The SAFEDMI hardware architecture

Commercial hardware components:

Keyboard
T

63 Keyboard Cabin
RAM ROM Device Thermometer Controller Identifier

=" P ————————————————————————.— -
Bus CPU Watch LCD lamps Graphic Audlc
Controller dog Controller Controller Controller
LCD LCD Video Flash
Speaker )
lamps matrix Pages audio
Device to Device to
communicate with communicate with
EVC BD

The SAFEDMI fault handling

= QOperational modes:
o Startup, Normal, Configuration and Safe (stopped) modes

o Suspect state to implement controlled restart/stop after error:
counting occurrences of errors in a given time period;
forcing to Safe state (stop) in a given limit is exceeded

Power-on
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Error detection in Startup mode

Detection of permanent hardware faults by thorough self-testing
= Memory testing:

o March algorithms (for stuck-at and coupling faults):
writing and reading back regular 1 and 0 patterns stepwise

= CPU testing:
o External watchdog circuit: Basic functionality (starting, heartbeat)

o Self-test of functions: Core functionality — complex functionality
(instruction decoding, register decoding, internal buses, arithmetic
and logic unit)

= |ntegrity of software (in EEPROM):
o Error detection codes

= Device testing (speaker, keyboard etc.):

o Operator assistance is needed

Error detection in Normal/Config mode

Hardware devices:

o Scheduled low-overhead memory, video page and CPU tests
o Acceptance checks for I/0
= Communication and configuration functions:
o Assertions for data acceptance / credibility checks of internal data
o Error detection and correction codes for messages
= Operation mode control and driver input processing:
o Control flow monitoring (based on the program control flow graph)
o Time-out checking for operations
o Acknowledgement procedure: the driver shall confirm risky operations
= Visualization of train data (bitmap computations):
o Duplicated computation and comparison of the results

o Visual comparison by the driver (periodic change of bitmaps)
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Testing the DMI

EVC:
European
Vital
Computer
(on board)

Main test groups:

ERTMS functions
— Interactions with the driver
— Interactions with the EVC

¢ Internal safety mechanisms
¢ Wireless communications
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Testing the ERTMS functions

= Sequences of test inputs: DMI inputs + workload

= Test output: DMI display + Diagnostic device

Step Action Expected Event

1. |Driver: give traction to the train  |SAFEDMI: the current train speed increases.

SAFEDMI:

e The text message “Entry in Full
Supervision Mode” is shown and a sound

2. INone is produced.

e the FS mode icon @ is shown in area
B7;

e in area A2 the distance to target is shown;

SAFEDMI:

- Inarea Al the warning to avoid brake
intervention is displayed and sound is
produced;

Driver: give traction to the train
3. |until the current train speed|- InareaELl the iconm(Brake
overcomes the permitted speed. applied) is shown;

e Inarea C9 the icon - (Service
brake intervention or emergency brake
intervention) is shown.

Simulating the workload:

* signals from balises on a given route

* control messages from the railway
regulation control center

Plus: Diagnostic device




Output of the diagnostic device

&Target Recorder Index Dump Display Print GoConfig MNet ?

[® ®lwlE| “alilr»|[&8] [ |2 H8 u
DMI: novramhrea. xLogger . ulNumReg Group Addr:01501018 . x|

offset Format |Remark Valus
| 100Tnevramarea. xLogger . LoEC novramdres. xLogger . ulNrReg 100 ﬂ
DMI:novramirea.sLogger . ulBextIdx Group Addr:0150101¢ Sor/ersion
Execution monitor
offset Format |Remark Valus
| To0]nevramarea. xmogger novramdres. xLogger . ulNext Tdx 100 | Train Mission
\Watchdog
rrami; “Wisualization
Remark Value Datalogger
[00]novramArea.xLhogger . LCHV novrambres. xLogger . xDatal0] . ulTimestamp z Shutdown
[04]novramirea. xhogger . LDSC Eventao EVENT_FLT_INJECT START
[08]novremirea.xLogger. LHEX | noveamdrea.xLogger.xDatal[0].ulParaml 00000002
[0¢]novrambrea. xLogger . LDEC novramirea.xLogger . xData[0] . ulParam? 1000
L1 | Dl

Driver DMI

= Focus: Exceptional and extreme inputs, overload

= Testing behaviour on the driver interface:
o Handling buttons: pressing more buttons simultaneously, ...
o Input fields: empty, full, invalid characters, ...

= Testing behaviour on the EVC interface:
o Invalid messages: empty, garbage, invalid fields, flooding, ...
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Testing the internal mechanisms

= Operational modes and the corresponding functions

o Activation of operational modes, configuration, disconnection
from the environment

o Coverage of the state machine of the operational modes
o Coverage of the state machine of error counting
= Performance: Testing deadlines in case of maximum
workload (specified on the EVC interface)

= Handling of buttons: Blocked buttons, safety
acknowledgements, ordering of events

= Handling temperature sensors: Startup and operational
temperature conditions (tested in climate test chamber)

Systematic testing

= Testing the operational modes:

o Covering each state and
each state transition

Power-on

State machine of the operational modes

State machine of error counting
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Testing the internal safety functions

= Targeted fault injection: Testing the implementation of the
software based error detection and error handling mechanisms
o Test goals:

* The injected errors are detected by the implemented mechanisms
* The proper error handling is triggered

o Tested error detection mechanisms:
* Control flow checking, data acceptance checking,
duplicated execution and comparison, time-out checking

= Random fault injection: Evaluation of error detection coverage
o Collecting data for coverage statistics

= Checking hardware self-tests in specific configurations
o Hardware checks (RAM, ROM, video page)
o 1/0 device checks (cabin, LCD, temperature)

Fault injection system

' Y
Workload

il A\
Fault |
s library

Sy N
Fault injector

Workload
generator

~e—s- Data collector
Monitor
Data analyzer
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Collecting diagnostic data

24 Fault Injector
@;Target Recorder Dump  Display  Print Go Config  Met 7 - 8 x
sl=| &

ddr ;010

Remark
LCNV__ mbocalTime |

SwWersion
Execution monitar

Remark
Train Migsion

LCNV _ mlastTime |

‘Watchdog
addr :010EAE40 Visualization
Remark Datalogger

BDEC ubFaultStep | Shutdown

Remark
| T00]ulToralFaultcoulter LIEC  ulTotalFaultCoulter |

Offaet Format | Remark Value

| 1001 ulFaultcounter[0]  LDEC ulFaultCounter[0] J

\
\
‘ Offset Format |Remark value
\
\

| [00] faultPazanl0] Losc__ faultParam(0] J
Addr :010EAGF6
Remark

| [00] ubFltequencetd EDEC whF1tSequence Td |

offset Format |Remark value

| [00] ulFaultPeriod e ulFaultPeriod |

Lel | E
=l

C\SafeDmi\diagiFaultinjectar dat -

Testing the wireless communication

= Scenario based testing: Communication scenarios

= Normal operation:
o Protocol testing: Establishing connection, message processing,
closing the connection
= QOperation in case of transmission errors:
o Error detection mechanisms (EDC, ECC)
o Closing the connection in case of too frequent errors

oMl B0

CIS -DMI
Opsacomm 1 N Search Broadcast 2

N
A Broadcast Attempt | 3 Search Broadcast answer :|

|: Connection established 5

»
7 Connection established 6 Connection established answer :|
«

8 Waiting for SA Setup
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Wrapper configuration for testing

Session control  System under test Bridge device  Test control

Cis

(installed on DMI) DMI BD SAVS

DMI broadacst

CIS/DMI T
Control Data
Perf. Obs. Data
DMI/BD session setup
Session signaling Session signaling
Session data Session data

Summary of the evaluation

techniques
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Interplay of the evaluation techniques

Architecture

Require-
ments

External
solver

Analitical
(modeling)

Sensitivity
analysis,
refinement

Model

parameters, Communication Prototype

abstraction

Experimental analysis of schedulability and
real-time properties

& ,

Fault injection based experimental
evaluation of error detection

[

Model based analysis of reliability,
availability and hazardous failure rate

Evaluation of the detection
property of codes

Evaluation of the performance and

Model based evaluation of the
effect of DMI failures on QoS of
the train control system

|
[Evaluation of wireless DMI-EVC

dependability properties of the wireless
communication

communication
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