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Abstract—Smart technologies are emerging in the field of Cyber-Physical Systems (CPS) yielding new challenges for system engineers. Rigorous techniques are necessitated to ensure the correct and accident-free behaviour of critical CPS. Neural networks gain increasing popularity in CPS, and even critical functionalities may rely on neural network based solutions. In this paper, we overview the literature and summarize our experiences of a neural network verification algorithm used in an academic case-study.
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I. INTRODUCTION

Recent advances in the field of artificial intelligence and especially neural networks led to the wide-spread application of smart techniques in Cyber-Physical Systems (CPS). However, a large set of CPSs can be regarded as critical, which necessitates their correct behaviour to be ensured. Neural networks can approximate arbitrary functions by using the so-called teaching process: input-output pairs are provided and the neural network learns an approximation by using various techniques such as back-propagation and optimization techniques to strengthen its generalization ability. Neural networks are gaining increasing importance in critical CPS, such as autonomous vehicles, smart factories and autonomous robots. Ensuring the correct behaviour of critical CPS is essential, where both design-time \cite{1} and also run-time analysis techniques can be used. Typical design time verification techniques are testing and formal verification, both are exploited for neural networks.

A. (Deep) Neural Networks

Over the last decade, Deep Neural Networks (DNNs) achieved an impressive break-through in supervised, unsupervised and also reinforcement learning. DNNs are used in various fields such as image, video and speech recognition and they achieved better results in classification than humans \cite{2}. The progress in the effectiveness of DNNs led to their application in critical systems.

A DNN consists of an input layer, multiple hidden layers and an output layer. Each layer contains multiple neurons as shown on Fig. 1. A neuron is a small unit inside a DNN which applies an activation function (e.g. sigmoid, hyperbolic tangent and Rectified Linear Unit (ReLU)) on its inputs and it passes the result to other neurons.

Fig. 1. Structure of a Multi-Layer Perceptron (MLP)

Each neuron has directed connections with neurons in the following layer. These connections have weight parameters which represent the strength of each connection. In supervised learning, these weights are learned during the training phase by minimizing a cost function over the training data. The most popular algorithm used for optimization is gradient descent using backpropagation \cite{3}. The algorithm computes the gradients iteratively whereby if we changed our weights, then we could minimize the cost function over a given subset of training data.

Besides basic layers consisting only simple neurons, there are several other type of layers which have specific functions, like the convolutional layers which have been very popular recently, because it had reached significant process in image processing tasks.

An important weakness of DNNs is their sensitivity to adversarial examples. An extended definition of adversarial examples is proposed in \cite{4} that captures all the important aspects, building on legal theory and the reasonable person test: a pair of inputs $x,x'$ is an adversarial example for a classifier, if a reasonable person would say they are of the same class but the classifier produces significantly different outputs.

Many techniques were developed to find adversarial examples for/against trained DNNs, where adversarial example synthetization algorithms may use the DNN as a white-box \cite{5} or as a black-box \cite{6}.
B. Case-study: MoDeS3

Model-based Demonstrator for Smart and Safe Systems (MoDeS3) is used as a case-study in this paper. MoDeS3 is a demonstration system, where trains travel in a railway system controlled by the users. A camera-based monitoring system is installed to collect visual data and calculate the position information of the trains. If the monitoring system detects a dangerous situation, i.e. when the trains are too close to each other, then the safety subsystem stops the trains. A neural network is trained to detect the trains and estimate their positions. MoDeS3 demonstrates the usage of neural networks in a critical application.

C. Machine Learning Safety

The safety aspects of machine learning approaches are investigated in various papers [7], [8]. The application of AI techniques, and especially DNNs in safety application has to rely on various design time and runtime techniques [9]:

a) Redundancy and Dissimilarity: Redundant architectures are a common solution to improve the dependability of systems. Typically, some computing units (either replicated or dissimilar) calculates local results in parallel, and a voter then compares the different results and decides the final output based on the majority. Similar strategies can successfully be applied in ML.

b) Correct by Construction and Formal Verification: Correct-by-construction approaches heavily rely on formal methods to define and analyze the precise behavior of our systems.

c) Interpretability: It is highly desirable to understand the behavior of AI algorithms, and in our context, the behavior of DNNs both in design time and also at runtime.

II. VERIFICATION TECHNIQUES FOR NEURAL NETWORKS

In the former section, we discussed the safety aspects of using AI technologies. In this section, we will only focus on various verification techniques, namely formal verification, testing and runtime verification.

A. Formal Verification

Formal verification is a technique to find a precise formal proof for the correctness of systems. Formal verification necessitates that both the property and also the system to be described in a formal (mathematically precise) way. Safety verification of DNNs is investigated in [10], where the authors propose a method to compute safe regions in a DNN by using an SMT\(^1\) solver. They succeeded to do exhaustive search and find possible counter-examples or ensure that there cannot be one. Unfortunately, as the neural networks are getting deeper and deeper, the complexity of exhaustive search also increases.

A recent study shows an algorithm based on a modified SMT solver - the ReluPlex [11] - which can be used for formal verification on networks that are an order of magnitude larger than the largest networks verified using existing methods. The approach handles DNNs with a specific kind of activation function, called a Rectified Linear Unit (ReLU) and the verification algorithm searches out-of-bound behaviour of DNN-based controllers. The input of ReluPlex is a trained neural network, formally specified statements and a dataset, and it gives as output whether the statements can be satisfied.

B. Testing

On the other hand, in most cases we cannot define a proper specification for the desired task (e.g. recognizing a lamp). Therefore formal verification cannot be used on them. In such cases we can have a separated validation set to determine whether the system generalizes well or overfits [12]. This works well if one can sample the distribution of the problem perfectly. If that does not occur then there is chance to have corner-cases where the model is not tested therefore can behave 'dangerously'. There are many recent studies which aim to develop new methods to ensure systematic testing with generating potential adversarial examples. Such studies are DeepTest [13], - which focuses on automated testing of autonomous cars by generating new inputs with the combination of different domain-specific image transformations - DeepSafe [14] - which tries to determine with data-guided clustering techniques whether safe regions within the network are robust against adversarial inputs - and DeepXplore [15] which will be discussed in this paper.

C. Runtime Verification and Monitoring

Runtime verification is a complementary technique when design time verification is not feasible. Monitoring the behaviour of neural networks relies on the traditional approaches used for runtime verification. In the MoDeS3 project, we introduced a monitoring framework to analyze the runtime behavior of the trained DNN responsible for detecting the objects. A Complex Event Processing (CEP) framework was used and a graph language helped us to specify the expected behavior of the system. The specification of the possible situations and also the simplified dynamics of the system was used to detect misclassification and other problems during runtime. The monitoring of DNNs used in real-life has to solve the challenge that typically those DNNs, which are used in CPSs, have to work in an evolving, formerly not fully known environment. This makes it difficult to define the monitored properties during design time.

III. EVALUATION OF DEEPXPLORE ON MODES3

Our main goal was to create a reliable system that can predict the positions of the trains in MoDeS3. This rather small demonstrator is used to evaluate and experiment with techniques that are used also by the industry in complex systems. The image recognition and classification task in the demonstrator would not require a complex DNN. However, we wanted to try out large networks to demonstrate the effectiveness of the verification algorithm on an illustrative example where the safety is critical. We used several image
processing techniques and neural networks to predict the positions and we used some post-processing mechanisms to filter out the incorrect predictions. In this section, our algorithm and the used techniques are explained and also DeepXplore is introduced to enhance the accuracy of our predictions.

A. Working of the Algorithm

We tried all of the state-of-the-art algorithms in object detection with neural networks, e.g. FRCNN [16], YOLO [17], YOLO9000 [18], SSD [19]. We found that we could get higher reliability and accuracy if we used an algorithm that consists of image preprocessing techniques and a neural-network based classifier and not an end-to-end object detector.

We take advantage of that our task is to predict the train positions on a video and there is only a small difference between the frames, therefore we can use background subtraction [20] to reduce the complexity of the problem. After that, we use dilation and erosion [21] to get smoother blobs and from these, we filtered out the not proper train candidates by shape and size. The resulting candidates are used as input for the classifier neural network. The output of the network can be one of the train types (Taurus, SNCF, Red) or Other (e.g. the table, railway line, decorative element or a human’s hand). These results are examined whether they could occur and only the possible positions are kept.

B. Trained Neural Networks

Different neural network structures are tried for this classification task. We used two pretrained neural networks (InceptionV3 [22], ResNet [23]) via transfer learning [24] and a basic neural network (target network) with convolutional layers in it, similar to LeNet-5 [25]. The test set has been sampled from the original data set, and it has not been used during the training phase at all. The results are shown in Table I.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy on test set</th>
<th>Training time (sec/epochs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>InceptionV3</td>
<td>99.17%</td>
<td>300</td>
</tr>
<tr>
<td>ResNet</td>
<td>99.38%</td>
<td>600</td>
</tr>
<tr>
<td>Basic network</td>
<td>99.72%</td>
<td>180</td>
</tr>
</tbody>
</table>

Our experience shows that the training dataset should not contain too many elements, because after about 2000 images per classes there would be many repetitions (due to the limited number of states in the railway systems). To enhance the learning, we used augmentation to artificially create new samples with shearing, rotation and brightening. The results shown above are achieved by early stopping [26].

C. Details of the Verification

Our main goal was to develop a trustworthy AI-based demonstrator, so we tried one of most prevalent techniques to verify our system: we used the DeepXplore’s approach for testing the recognition capabilities and robustness of our trained DNN. For this purpose, we used three models (showed above) that are different and have been trained on the same train-classifying problem. We used a verification dataset consisting of 600 input images different from the training data.

a) Neuron Coverage: The proportion of the neurons that have been activated2 on a specific input image. The bigger this value is, the bigger part of the neural network is responsible for computing the output. The optimization tries to find an attack with high neuron coverage.

b) Verification: The first step of the verification process is to find misclassification of the input images (described on Fig 2). The different networks are fed by the same input and the algorithm compares their output.

c) Optimization Procedure: The joint objective can be described as depicted on Fig 3. the algorithm calculates the gradients of the used models on the images and this gradient value is used to alter the input image as follows. The objective for the modification of the images is to cause misclassification of (only) the target model. In addition, increasing the neuron coverage by the attack is the other optimization factor.

d) Realistic Modifications: It is important to have realistic outputs, which can be ensured by generating inputs that need to satisfy several domain-specific constraints. In this case three different types of constraints are used: (1) brightening effects are for simulating different light conditions, (2) occlusion effects are for simulating that the attacker potentially is blocking some parts of the camera, and (3) blackout effects

Fig. 2. Searching for misclassified images

Fig. 3. Adversarial attack (DeepXplore workflow) [15]
are for simulating dirt s on the camera lens. In all the three cases it is ensured that the pixel values are between 0 and 255.

This way, we generated several examples which misled our neural networks, example images are shown on Fig 4.

Fig. 4. First row: original images, second row: generated images by DeepXplore algorithm with brightening, occlusion, blackout image transformations (respectively)

D. Our Experiences

As we were able to generate a lot of adversarial images, we decided to use this technique as an augmentation technique to generate more training images. After that, we achieved 99.72% test accuracy with the Basic network. We found that it is capable of not just helping to enhance the accuracy but finding the critical corner-cases for our neural network.

IV. CONCLUSION AND FUTURE WORK

Our goal with this paper was to overview the current state of techniques for trustworthy DNNs. Various verification techniques exist for DNNs, such as testing, formal verification or monitoring. We chose the DeepXplore testing method and evaluated it on the MoDeS3 case-study.

In the future we plan to integrate the enhanced train-detector model in the MoDeS3 on a Jetson TX2 and experiment with it. Besides, we want to model in the MoDeS3 on a Jetson TX2 and experiment with evaluated it on the MoDeS3 case-study.
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